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Abstract
This paper presents the problem of estimating the mean of the number of persons possessing a rare sensitive attribute based on Singh and Mathur (2004) randomization device by utilizing the Poisson distribution in survey sampling. Properties of the proposed randomized response model have been studied. It is also shown that the proposed model is more efficient than Land et al. (2011) when the proportion of persons possessing a rare unrelated attribute is known. Numerical illustration is also given in support of the present study.
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1. Introduction
The randomized response technique to procure trustworthy data for estimating the proportion of a population possessing a sensitive attribute “A” (say) was first introduced by Warner (1965). This model considers simple random sampling design. It requires the interviewee to give a “Yes” or “No” answers either to the sensitive question or to its negative depending on the outcome of a randomizing device not reported to the interviewer. This pioneering work of Warner’s (1965) led to modifications and developments in various directions. Greenberg et al. (1969) felt that, to protect the privacy of respondents, it is desirable that the two questions be unrelated and suggested an unrelated question randomized response model. In Greenberg et al.’s (1969) unrelated question model, the data – gathering randomization device consists of two questions: (i) Are you a member of group “A”? (ii) Are you a member of group “Y”, where the characteristic “Y” or its complement or innocuous and unrelated to “A”. For instance in estimating the proportion of persons having extramarital relations in a certain community, the two questions may be : (a) Are you having extramarital relations? (b) Were you born in the month of March? Evidently, the second question has nothing to do with extramarital relations. Greenberg et al. (1969) in their theoretical development, dealt with two situations involving \( \pi_y \) (the proportion of persons with unrelated character, Y): that where it is known and that where it is unknown. Greenberg
et al. (1969) suggested that one of optimal choices close to zero or one according as \( \pi_y < 0.5 \) or \( \pi_y > 0.5 \). Since the work by Warner (1965), a large amount of literature has emerged on the use and construction of various randomization devices to estimate the population proportion of a sensitive attribute in survey sampling. For example one could refer to Fox and Tracy (1986), Tracy and Mangat (1995), Kim and Elam (2005), Singh and Tarray (2012, 2014 a,b,c,d,e,f,g,h, 2015), the papers by Tarray and Singh (2014, 2015) and Tarray et al. (2015). For the sake of completeness and convenience to the readers, we have given the descriptions of Land et al. (2011) model.

1.1 Land et al. (2011) randomized response model

Land et al. (2011) envisaged an estimation of problem where the number of persons possessing a rare sensitive attribute is small and large sample size is needed to estimate this number. Suppose \( \pi_1 \) is the true proportion of the rare sensitive attribute \( A_1 \) in the population \( \Omega \). Consider selecting a large sample of \( n \) persons from the population such that as \( n \to \infty \) and \( \pi_1 \to 0 \) then \( n \pi_1 = \delta_1 \) (finite). Let \( \pi_2 \) be the true proportion of the population having the rare unrelated attribute \( A_2 \) such that as \( n \to \infty \) and \( \pi_2 \to 0 \) then \( n \pi_2 = \delta_2 \) (finite and known).

Each respondent selected in the sample is instructed to say “Yes” if he belongs to the rare sensitive attribute \( A_1 \) and if he is not in group \( A_1 \) then he/she is requested to rotate a spinner bearing two types of statements:

(a) Do you possess the rare sensitive attribute \( A_1 \)?

(b) Do you possess the rare unrelated attribute \( A_2 \)?

with probabilities \( P_1 \) and \( (1-P_1) \) respectively. Thus, the probability of a “Yes” answer is given by

\[
\theta_0 = P_1 \pi_1 + (1-P_1) \pi_2
\]

Note that both attributes \( A_1 \) and \( A_2 \) are very rare in the population. Assuming that as \( n \to \infty \) and \( \theta_0 \to 0 \) such that \( n \theta_0 = \delta_0 \) (finite). Thus

\[
\delta_0 = P_1 \delta_1 + (1-P_1) \delta_2
\]

Based on a random sample of size \( n \) from the Poisson distribution with parameter \( \delta_0 \), Land et al. (2011) obtained the maximum likelihood estimator of the parameter \( \delta_1 \) as:

\[
\hat{\delta}_L = \frac{1}{P_1} \left[ \frac{1}{n} \sum_{i=1}^{n} y_i - (1-P_1) \delta_2 \right],
\]

whose variance is given by

\[
V(\hat{\delta}_L) = \frac{\delta_1}{nP_1} + \frac{(1-P_1)\delta_2}{nP_1^2}.
\]

In this paper we consider the problem where the number of persons possessing a rare sensitive attribute is very small and huge sample size is required to estimate this number. The capacity of our communication systems is increasing rapidly; so it should soon be possible to conduct such large randomized response surveys over the internet, by telephone, etc. The study is carried out when the proportion of persons possessing a
rare unrelated attributes is known in sections 2. Properties of the proposed randomized response model have been studied. In section 2.1, the efficiency comparison is worked out to investigate the performance of the suggested procedures.

2. Suggested estimator of a rare sensitive attribute in sampling – known rare unrelated attributes

Let $\pi_1$ be the true proportion of the rare sensitive attribute $A_1$ in the population $\Omega$. For example, the proportion of AIDS patients who continue having affairs with strangers; the proportion of persons who have witnessed a murder; the proportion of persons who are told by the doctors that they will not survive long due to a ghastly disease, for more examples see Land et al. (2011). Consider selecting a large sample of $n$ persons from the population such that as $n \to \infty$ and $\pi_1 \to 0$ then $n \pi_1 = \delta_1$ (finite). Let $\pi_2$ be the true proportion of the population having the rare unrelated attribute $A_2$ such that as $n \to \infty$ and $\pi_2 \to 0$ then $n \pi_2 = \delta_2$ (finite and known). For example, $\pi_2$ might be the proportion of persons who are born between 12:00 and 12:01 or 12:05 O’clock; the proportion of babies born blind; see Land et al. (2011). If a respondent belongs to the rare sensitive attribute $A_1$, then he/she is requested to repeat the trial in the Greenberg et al. (1696) randomization device (i.e. U-model) if in the first trial he/she doesn’t get the statement according to his/her status. The rest of the procedure remains the same. The repetition of the trial is known to the interviewee but remains unknown to the interviewer, see Singh and Mathur (2004). The privacy of the respondents possessing the sensitive attribute is protected in the proposed procedure. Assuming completely truthful reporting by the respondents, the probability of “Yes” answer is given by

$$\theta_0^* = [\pi_1 \{P_1 + (1 - P_1)P_1\} + (1 - P_1) \pi_2]$$

Note that both attributes $A_1$ and $A_2$ are very rare in population. Letting that, as $n \to \infty$ and $\theta_0^* \to 0$ such that $n \theta_0^* = \delta_0^*$ (finite), i.e.

$$\delta_0^* = [\delta_1 \{P_1 + (1 - P_1)P_1\} + (1 - P_1) \delta_2]$$

$$= T_1^* \delta_1 + T_2^* \delta_2,$$

where $T_1^* = \{P_1 + (1 - P_1)P_1\}$ and $T_2^* = (1 - P)$. Let $Y_1, Y_2, \ldots, Y_n$ be a random sample of $n$ observations from the Poisson distribution with parameter $\delta_0^*$. The likelihood function of the random sample of $n$ observations is given by
Taking natural logarithm on both sides of (6) we have

\[
\log L = \left( -n\delta_0^* + \left( \sum_{i=1}^{n} y_i \right) \log \delta_0^* + \sum_{i=1}^{n} \log \frac{1}{y_i!} \right)
\]

or

\[
\log L = -n \{ T_1^* \delta_1 + T_2^* \delta_2 \} + \left( \sum_{i=1}^{n} y_i \right) \log \{ T_1^* \delta_1 + T_2^* \delta_2 \} - \sum_{i=1}^{n} \log y_i!
\]

Differentiating (7) partially with respect to \(\delta_1\) and equating to zero, we get the maximum–likelihood estimator of \(\delta_1\) as

\[
\hat{\delta}_1 = \frac{1}{T_1^*} \left[ \frac{1}{n} \sum_{i=1}^{n} y_i - T_2^* \delta_2 \right]
\]

Thus, we have the following theorem.

**Theorem 2.1** The estimator \(\hat{\delta}_1\) is an unbiased estimator of the parameter \(\delta_1\).

**Proof.** Since \(y_i \sim P(\delta_0^*\delta)\), that is, \(y_i\) follows a Poisson distribution with parameter \(\delta_0^* = T_1^* \delta_1 + T_2^* \delta_2\), we have

\[
E(\hat{\delta}_1) = \frac{1}{T_1^*} \left[ \frac{1}{n} \sum_{i=1}^{n} E(y_i) - T_2^* \delta_2 \right] = \frac{1}{T_1^*} \left[ \frac{1}{n} \sum_{i=1}^{n} \delta_0^* - T_2^* \delta_2 \right]
\]

\[
= \frac{1}{T_1^*} \left[ \delta_0^* - T_2^* \delta_2 \right] = \frac{1}{T_1^*} \left[ T_1^* \delta_1 + T_2^* \delta_2 - T_2^* \delta_2 \right] = \delta_1
\]

which proves the theorem.

**Theorem 2.2** The variance of the estimator \(\hat{\delta}_1\) is given by

\[
V(\hat{\delta}_1) = \frac{\delta_1}{nT_1^*} + \frac{T_2^* \delta_2}{nT_1^*}.
\]

**Proof.** Since \(y_i \sim P(\delta_0^*\delta)\), that is, \(y_i\) follows a Poisson distribution with parameter \(\delta_0^* = T_1^* \delta_1 + T_2^* \delta_2\), we have
\[ V(\hat{\delta}_1) = V \left( \frac{1}{T_1^*} \left[ \frac{1}{n} \sum_{i=1}^n (y_i) \right] \right) = \frac{1}{T_1^*^2} \left[ \frac{1}{n^2} \sum_{i=1}^n V(y_i) \right] = \frac{1}{T_1^*^2} \left[ \frac{1}{n^2} \sum_{i=1}^n \delta_0 \right] \]

\[ = \frac{\delta_1 T_1^* + T_2^* \delta_2}{n T_1^*^2} = \frac{\delta_1}{n T_1^*} + \frac{T_2^* \delta_2}{n T_1^*^2}. \]

Hence the theorem.

**Theorem 2.3** An unbiased estimator of the variance of the estimator \( \hat{\delta}_1 \) is

\[ \hat{\nu}(\hat{\delta}_1) = \frac{1}{n^2 T_1^*^2} \sum_{i=1}^n y_i \] (10)

**Proof.** Taking expectation of both sides of (10), we have

\[ E[\, \hat{\nu}(\hat{\delta}_1) \, ] = \frac{1}{n^2 T_1^*^2} \sum_{i=1}^n E(y_i) \]

\[ = \frac{1}{n^2 T_1^*^2} \sum_{i=1}^n \delta_0^* \]

\[ = \frac{\delta_1 T_1^* + T_2^* \delta_2}{n T_1^*^2} = \frac{\delta_1}{n T_1^*} + \frac{T_2^* \delta_2}{n T_1^*^2}. \] (11)

which proves the theorem.

**2.1 Comparison with Land et al. (2011) estimator**

From (3) and (7), we have

\[ V(\hat{\delta}_L) - V(\hat{\delta}_1) = \frac{\delta_1}{nP_1} + \frac{(1 - P_1) \delta_2}{nP_1^2} - \frac{\delta_1}{n T_1^*} - \frac{T_2^* \delta_2}{n T_1^*^2} \]

\[ = \frac{\delta_1}{n} \left[ \frac{1}{P_1} - \frac{1}{T_1^*} \right] + \frac{\delta_2}{n} \left[ \frac{(1 - P_1)}{P_1^2} - \frac{T_2^*}{T_1^*^2} \right] \]

\[ = \frac{(1 - P_1)}{nP_1} \left[ \frac{\delta_1}{(2 - P_1)} + \frac{(1 - P_1)(3 - P_1) \delta_2}{(2 - P_1)^2} \right] > 0 \] (12)

which shows that proposed estimator \( \hat{\delta}_1 \) is always better than Land et al. (2011) estimator \( \hat{\delta}_L \).

**2.2 Relative Efficiency**

The percent relative efficiency of the proposed estimator \( \hat{\delta}_1 \) with respect to the Land et al. (2011) estimator \( \hat{\delta}_L \) is given by
\[ \text{PRE}(\hat{\delta}_1, \hat{\delta}_L) = \frac{V(\hat{\delta}_L)}{V(\hat{\delta}_1)} = \frac{[P_1 \delta_1 + (1 - P_1) \delta_2]^2}{[T_1 \delta_1 + T_2 \delta_2]^2 P_1^2} \times 100, \]

(13)

From Equation (13), it is clear that the percent relative efficiency of the proposed estimator is free from the sample size \( n \). To look at the magnitude of the percent relative efficiency, we chose different values of \( P_1 \). Table 1 exhibits that the percent relative efficiency is greater than 100 which follow that the proposed procedure is better than that of Land et al. (2011). Substantial gain in efficiency is observed when \( P_1 \) is very small.

<table>
<thead>
<tr>
<th>( \delta_1 )</th>
<th>( \delta_2 )</th>
<th>( T_1 )</th>
<th>( P_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.48</td>
<td>0.52</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.46</td>
<td>0.54</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.44</td>
<td>0.56</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.42</td>
<td>0.58</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.40</td>
<td>0.60</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.38</td>
<td>0.62</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.36</td>
<td>0.64</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>0.34</td>
<td>0.66</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.32</td>
<td>0.68</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.30</td>
<td>0.70</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.28</td>
<td>0.72</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.26</td>
<td>0.74</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.24</td>
<td>0.76</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.22</td>
<td>0.78</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.80</td>
<td>0.80</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 1: The percent relative efficiency of the proposed estimator \( \hat{\delta}_1 \) with respect to Land et al. (2011) estimator \( \hat{\delta}_L \).

5. Conclusion

This paper discusses the problem where the number of persons possessing a rare sensitive attribute is very small and huge sample size is required to estimate. We have developed a method to estimate the mean of the number of persons possessing a rare sensitive attribute utilizing the Poisson distribution in survey sampling when the proportion of persons possessing a rare unrelated attributes is known. Properties of the proposed randomized response model have been studied. The proposed procedure has been compared with that of Land et al. (2011) both theoretically and empirically. It is
interesting to mention that the proposed procedure using Poisson distribution is superior to the one recently envisaged by Land et al. (2011) both theoretically and empirically.
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