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Abstract
This paper proposes the sampling distribution of sample coefficient of variation from the normal population. We have derived the relationship between the sample coefficient of variation, standard normal and chi-square variate. We have derived density function of the sample coefficient of variation in terms of the confluent hyper-geometric distribution. Moreover, the first two moments of the distribution are derived and we have proved that the sample coefficient of variation (\( cv \)) is the biased estimator of the population coefficient of variation (\( CV \)). Moreover, the shape of the density function of sample co-efficient of variation is also visualized and the critical points of sample (\( cv \)) at 5% and 1% level of significance for different sample sizes have also been computed.
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1. Introduction and related work
The coefficient of variation is the widely used measures of dispersion especially quantifying the consistency of random variable and its distribution. Hendricks and Robey (1936) made an attempt to extent its use in biometry by proposing a sampling distribution. Sharma and Krishna (1994) developed the asymptotic sampling distribution of the inverse of the coefficient of variation where the distribution is used for making statistical inference about the population CV or Inverse CV without making an assumption about the population distribution. Hurlimann (1995) proposed a uniform approximation to the sampling distribution of the coefficient of variation proposed by Hendricks and Robey (1936). Bedeian and Mossholder (2000) used coefficient of variation as measure of diversity to statistical measure commonly used for comparing diversity in work groups. Reef et.al (2002) derived the mathematical relationship between the coefficient of variation associated with repeated measurements from quantitative assays and the expected fraction of pairs of those measurements that differ by at least some given factor. Albrecher et.al, (2009) proposed an asymptotic of the sample coefficient of variation and the sample dispersion which are examples of widely used measures of variation. Castagliola et.al (2015) monitored the CV using a variable sample size control chart. In this paper we have extended the work of Hendricks and Robey (1936) where they proposed the distribution of sample ‘cv’ from the normal population had a constraint of using odd and even sample size. The authors believed that the proposed distribution is the extension and alternative to
the Henricks and Robbey’s (1936) work for testing the significance of sample cv from the normal population irrespective of any sample size and proposed the sampling distribution of sample coefficient of variation from the normal population and discussed it’s properties with numerical example in the subsequent sections.

2. Relationship of sample co-efficient of variation with standard normal, chi-square variates

If \( X \sim (\mu, \sigma^2) \) then the population co-efficient of variation (\( C_x \)) is given as

\[
C_x = \frac{\sigma}{\mu} \quad -- (1)
\]

The population \( C_x \) is used to know the consistency of the random variables and it may called as inverse signal to noise ratio. If the \( C_x < 1 \), then the distribution of the random variable is said to be low-variance distribution and if \( C_x > 1 \) then it is said to be high-variance distribution. In order to give the inference about the population \( C_x \), the calculation of sample coefficient of variation is inevitable. The sample coefficient of variation \( \overline{c}_x \) of a random variable from the normal population is by

\[
\overline{c}_x = \frac{s}{\overline{x}} \quad -- (2)
\]

Where \( s \) and \( \overline{x} \) are the estimates of the population standard deviation and mean respectively. Based on the sample coefficient of variation \( (\overline{c}_x) \) we have derived the relationship between the \( \overline{c}_x \), standard normal variate \( (z) \) and chi-square \( (\chi^2) \) variate. The inverse of the sample coefficient of variation \( \overline{c}_x \) can be written as

\[
\frac{1}{\overline{c}_x} = \frac{\overline{x}}{s} \quad -- (3)
\]

We can rewrite (3) in terms of the population mean \( \mu \) and \( \sigma / \sqrt{n} \)

\[
\frac{1}{\overline{c}_x} = \frac{\overline{x} - \mu}{s} + \frac{\mu}{s} \quad -- (4)
\]

\[
\frac{1}{\overline{c}_x} = \frac{\sqrt{n}(\overline{x} - \mu)}{\sigma} + \frac{\sqrt{n}(\sigma / \mu)}{\sqrt{\frac{ns^2}{\sigma^2}}} \quad -- (5)
\]

Based on the central limit theorem, \( \sqrt{n(\overline{x} - \mu)} / \sigma \) follows standard normal distribution \( (z) \) with mean 0 and variance 1, the term \( \frac{\sqrt{n}(\sigma / \mu)}{\sqrt{\frac{ns^2}{\sigma^2}}} \) follows chi-square distribution \( \chi_{n-1}^2 \) with \( n-1 \) degrees of freedom and \( \sigma / \mu \) is equal to the population \( (C_x) \). Without loss of generality we can rewrite (5) in terms of standard normal variate \( (z) \), chi-square variate \( \chi_{n-1}^2 \) and population \( (C_x) \) as given below

\[
\frac{1}{\overline{c}_x} = \frac{z + \left(\sqrt{n} / C_x\right)}{\sqrt{\chi_{n-1}^2}} \quad -- (6)
\]
Exact sampling distribution of sample coefficient of variation

\[ c_x = \frac{\sqrt{\chi^2_{n-1}}}{z + \left(\frac{\sqrt{n}}{C_x}\right)} \]  \hspace{1cm} (7)

\[ c_x = \frac{C_x \sqrt{\chi^2_{n-1}}}{z(C_x) + \sqrt{n}} \]  \hspace{1cm} (8)

Finally from (7) we have derived the expression for the sample coefficient of variation \((c_x)\) which lies \(0 \leq c_x \leq \infty\) and it is defined as the ratio of the square root of independent chi-square variate with \(n-1\) degrees of freedom divided by the standard normal variate \((z)\) plus the quantity \(\sqrt{n}/C_x\). Based on the identified relationship from (8) we have derived the sampling distribution of the sample co-efficient of variation and it is discussed in the next section.

3. Sampling distribution of sample co-efficient of variation

Using the technique of two-dimensional Jacobian of transformation, the joint probability density function of the standard normal variate and the chi-square variate with \(n-1\) degrees of freedom was transformed into density function of sample coefficient of variation \((c_x)\) and it is given by

\[ f(c_x, u) = f(z, \chi^2_{n-1}) \left| J \right| \]  \hspace{1cm} (9)

From (8) we know that \(z\) and \(\chi^2_{n-1}\) are independent then (9) can be written as

\[ f(c_x, u) = f(z) f(\chi^2_{n-1}) \left| J \right| \]  \hspace{1cm} (10)

Using the change of variable technique, substitute \(z = u\) in (8) we get

\(\chi^2_{n-1} = \left(c_x / C_x\right)^2 + \sqrt{n}\). Then partially differentiate the above substitution, Calculate the Jacobian determinant and rewrite (10) as

\[ f(c_x, u) = f(z) f(\chi^2_{n-1}) \left| \begin{array}{cc} \partial z \\ \partial c_x \\ \partial u \\ \partial \chi^2_{n-1} \end{array} \right| \]  \hspace{1cm} (11)

\[ f(c_x, u) = f(z) f(\chi^2_{n-1}) \left| \begin{array}{cc} \partial z \\ \partial c_x \\ \partial u \\ \partial \chi^2_{n-1} \end{array} \right| \]  \hspace{1cm} (12)

From (12) we know standard normal variate \((z)\) and chi-square variate \(\chi^2_{n-1}\) are independent, hence the density function of the joint distribution of \(z\) and \(\chi^2_{n-1}\) can be written as

\[ f(z, \chi^2_{n-1}) = f(z) f(\chi^2_{n-1}) \]  \hspace{1cm} (13)

and

\[ f(z, \chi^2_{n-1}) = \left(\frac{1}{\sqrt{2\pi}} e^{-z^2/2}\right) \left(\frac{(1/2)^{(n-1)/2}}{\Gamma((n-1)/2)} \chi^2_{n-1}^{((n-1)/2)-1} e^{-\chi^2_{n-1}/2}\right) \]  \hspace{1cm} (13)
\[
\begin{bmatrix}
\frac{\partial z}{\partial (c_x)} \\
\frac{\partial z}{\partial u}
\end{bmatrix} = \begin{bmatrix}
0 \\
\frac{1}{C_x}
\end{bmatrix}
\] \quad \text{--- (14)}

Then replace (13) and (14) in (12) in terms of the substitution \((u)\), we get the joint distribution of sample \((c_x)\) and \(u\) as

\[
f(c_x, u) = \frac{1}{\sqrt{2\pi}} e^{-u^2 / 2} \left( \frac{1}{\Gamma((n-1)/2)} \right) \left( \frac{c_x}{C_x} \right)^{(n-1)/2} \left( \frac{u(C_x) + \sqrt{n}}{C_x} \right)^{(n-1)/2-1} e^{-\frac{1}{2} \left( \frac{1}{C_x} \right)^2 + \left( \frac{c_x}{C_x} \right)^2 + \frac{\sqrt{n}}{C_x} \sqrt{\frac{n}{\Gamma((n-1)/2)}}} \times 2c_x \left( \frac{1}{C_x} \right)^2 \left( u(C_x) + \sqrt{n} \right)^2 \quad \text{--- (15)}
\]

where \(0 \leq c_x \leq \infty, -\infty \leq u \leq +\infty\)

Rearranging (15) and integrating with respect to \(u\), we get the marginal distribution of \(u\) as given by

\[
f(c_x) = \frac{2(1/2)^{(n-1)/2} (c_x)^{(n-2)}}{(C_x)^{n-1} \Gamma((n-1)/2) \sqrt{2\pi}} \left( \frac{1}{\Gamma((n-1)/2)} \right) \left( \frac{c_x}{C_x} \right)^{(n-1)/2} \left( \frac{u(C_x) + \sqrt{n}}{C_x} \right)^{(n-1)/2-1} e^{-\frac{1}{2} \left( \frac{1}{C_x} \right)^2 + \left( \frac{c_x}{C_x} \right)^2 + \frac{\sqrt{n}}{C_x} \sqrt{\frac{n}{\Gamma((n-1)/2)}}} \times \int_{-\infty}^{+\infty} \left( u(C_x) + \sqrt{n} \right)^{n-1} e^{-\frac{1}{2} \left( \frac{1}{\Gamma((n-1)/2)} \right) \left( \frac{c_x}{C_x} \right)^2 + \frac{\sqrt{n}}{C_x} \sqrt{\frac{n}{\Gamma((n-1)/2)}}} du
\]

\[
f(c_x) = \frac{2(n/2)^{(n-1)/2} (c_x)^{n-2}}{(C_x)^{n-1} \Gamma((n-1)/2)} \left( \frac{1}{\Gamma((n-1)/2)} \right) \left( \frac{c_x}{C_x} \right)^{(n-1)/2} \left( \frac{u + c_x^2}{\Gamma((n-1)/2)} \right)^{(n-1)/2-1} e^{-\frac{n}{2} \left( \frac{1}{\Gamma((n-1)/2)} \right) \left( \frac{c_x}{C_x} \right)^2 + \frac{2u + 2c_x^2}{\Gamma((n-1)/2)}} \times {}_1F_1 \left( \frac{-n}{2} + 1; \frac{-n + 1}{2}; \frac{2u + 2c_x^2}{\Gamma((n-1)/2)} \right) \quad \text{--- (16)}
\]

where \(0 \leq c_x \leq \infty, C_x > 0, n > 1\)

From (16) it is the density function of sample coefficient of variation \((c_x)\) from the normal population and it involves \(\Gamma((n-1)/2)\) and \(\Gamma((n-1)/2)\) are the Gamma function and confluent hypergeometric function respectively with two parameters \((n, C_x)\), where \(n\) is the sample size and \(C_x\) is the population co-efficient of variation. Moreover, the first two moments of the distribution of sample coefficient of variation \((c_x)\) in terms of mean and variance are given as.
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$$E(c_x) = \int_0^\infty (c_x) f(c_x) d(c_x)$$

$$E(c_x) = \int_0^\infty (c_x) \frac{2(n/2)^{n-1/2}}{(C_x)^{n-1} \Gamma((n-1)/2)} (c_x)^{-2} \left[ 1 + (c_x)^2 \right]^{(n-1/2)} e^{-\frac{n}{2(C_x)^2} \left( \frac{c_x}{1+c_x} \right)^2}$$

$$\times I_1 \left( \frac{-n}{2} + 1; \frac{n+1}{2}; \frac{2(C_x)^2 \left[ 1 + (c_x)^2 \right]}{n} \right) d(c_x) \quad -- (20)$$

$$E(c_x) = \frac{\sqrt{n} \Gamma((n+1)/2)}{C_x \Gamma(n/2)} \left( 1 + \frac{1}{\sqrt{n}} \sum_{k=1}^\infty \left( C_x / \sqrt{n} \right)^{2k} 2^k \Gamma(k+1/2) \right)$$

$$-- (21)$$

$$E(c_x)^2 = \int_0^\infty (c_x)^2 \frac{2(n/2)^{n-1/2}}{(C_x)^{n-1} \Gamma((n-1)/2)} (c_x)^{-2} \left[ 1 + (c_x)^2 \right]^{(n-1/2)} e^{-\frac{n}{2(C_x)^2} \left( \frac{c_x}{1+c_x} \right)^2}$$

$$\times I_1 \left( \frac{-n}{2} + 1; \frac{n+1}{2}; \frac{2(C_x)^2 \left[ 1 + (c_x)^2 \right]}{n} \right) d(c_x)$$

$$E(c_x)^2 = \left( \frac{n^2}{C_x} \right) \left( 1 + \frac{1}{\sqrt{n}} \sum_{k=1}^\infty (2k+1) \left( C_x / \sqrt{n} \right)^{2k} 2^k \Gamma(k+1/2) \right)$$

$$-- (22)$$

We know that

$$V(c_x) = E(c_x)^2 - (E(c_x))^2$$

Substitute (21) and (22) in (23) we get

$$V(c_x) = \left( \frac{n^2}{C_x} \right) \left( 1 + \frac{1}{\sqrt{n}} \sum_{k=1}^\infty (2k+1) \left( C_x / \sqrt{n} \right)^{2k} 2^k \Gamma(k+1/2) \right)$$

$$- \left( \frac{\sqrt{n} \Gamma((n+1)/2)}{C_x \Gamma(n/2)} \left( 1 + \frac{1}{\sqrt{n}} \sum_{k=1}^\infty \left( C_x / \sqrt{n} \right)^{2k} 2^k \Gamma(k+1/2) \right) \right)^2$$

From (21) it is clear that the sample coefficient of variation (cv) is the biased estimator of population co-efficient of variation (Cx) because \( E(c_x) \neq C_x \). The following simulation graphs shows the shape of the density function of the distribution of sample coefficient of variation (c) for different values of \((n, C_x)\):

\((n, C_x)=(2,1)\) \hspace{2cm} \((n, C_x)=(3,1)\)
\[(n, C_x) = (4, 1) \] 
\[(n, C_x) = (5, 1) \] 
\[(n, C_x) = (6, 1) \] 
\[(n, C_x) = (7, 1) \] 
\[(n, C_x) = (8, 1) \] 
\[(n, C_x) = (9, 1) \]
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\[(n, C^x_x) = (10, 1)\]  
\[(n, C^x_x) = (2, 2)\]  
\[(n, C^x_x) = (3, 2)\]  
\[(n, C^x_x) = (4, 2)\]  
\[(n, C^x_x) = (5, 2)\]  
\[(n, C^x_x) = (2, 3)\]
Moreover the critical points of the sample coefficient of variation by using the relations in (8) for different values of \((n, C_x)\) for varying sample size and the significance probability is given as \( p(c_x > c_{n,C_x}(\alpha)) = \alpha \) and the critical points are visualized in Tables 1 and 2.
Table 1: Significant two-tail percentage points of sample co-efficient of variation ($c_x$) at 5% significance level $P(c_x > c_{n,c_x}(0.05)) = 0.05$
<table>
<thead>
<tr>
<th>n</th>
<th>(C_x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.645</td>
</tr>
<tr>
<td>3</td>
<td>0.704</td>
</tr>
<tr>
<td>4</td>
<td>0.735</td>
</tr>
<tr>
<td>5</td>
<td>0.757</td>
</tr>
<tr>
<td>6</td>
<td>0.772</td>
</tr>
<tr>
<td>7</td>
<td>0.785</td>
</tr>
<tr>
<td>8</td>
<td>0.795</td>
</tr>
<tr>
<td>9</td>
<td>0.803</td>
</tr>
<tr>
<td>10</td>
<td>0.811</td>
</tr>
<tr>
<td>11</td>
<td>0.817</td>
</tr>
<tr>
<td>12</td>
<td>0.823</td>
</tr>
<tr>
<td>13</td>
<td>0.828</td>
</tr>
<tr>
<td>14</td>
<td>0.832</td>
</tr>
<tr>
<td>15</td>
<td>0.837</td>
</tr>
<tr>
<td>16</td>
<td>0.840</td>
</tr>
<tr>
<td>17</td>
<td>0.844</td>
</tr>
<tr>
<td>18</td>
<td>0.847</td>
</tr>
<tr>
<td>19</td>
<td>0.850</td>
</tr>
<tr>
<td>20</td>
<td>0.853</td>
</tr>
<tr>
<td>21</td>
<td>0.856</td>
</tr>
<tr>
<td>22</td>
<td>0.858</td>
</tr>
<tr>
<td>23</td>
<td>0.861</td>
</tr>
<tr>
<td>24</td>
<td>0.863</td>
</tr>
<tr>
<td>25</td>
<td>0.865</td>
</tr>
<tr>
<td>26</td>
<td>0.867</td>
</tr>
<tr>
<td>27</td>
<td>0.869</td>
</tr>
<tr>
<td>28</td>
<td>0.871</td>
</tr>
<tr>
<td>29</td>
<td>0.872</td>
</tr>
<tr>
<td>30</td>
<td>0.874</td>
</tr>
<tr>
<td>40</td>
<td>0.888</td>
</tr>
<tr>
<td>50</td>
<td>0.898</td>
</tr>
<tr>
<td>60</td>
<td>0.905</td>
</tr>
<tr>
<td>80</td>
<td>0.915</td>
</tr>
<tr>
<td>100</td>
<td>0.923</td>
</tr>
<tr>
<td>120</td>
<td>0.928</td>
</tr>
<tr>
<td>140</td>
<td>0.933</td>
</tr>
<tr>
<td>160</td>
<td>0.937</td>
</tr>
<tr>
<td>180</td>
<td>0.940</td>
</tr>
<tr>
<td>200</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table 2: Significant two-tail percentage points of sample co-efficient of variation \((c_x)\) at 1% significance level \(P(c_x > c_{x, n, 0.01}) = 0.01\)

4. Numerical results and discussion

In this section, authors have used a time-series study for testing the significance of the sample co-efficient of variation. The sample coefficient of variation is calculated for 12 macro-economic factors of India with different sample sizes from the period 1950-51 to 2011-12 and the results are presented in Table 3.
Table 3 visualizes the result of the two-tailed test of significance of the sample coefficient of variation for different sample sizes. The sample coefficient of variation for the macroeconomic factors such as consumption of fixed capital, net factor income from abroad, gross domestic capital and net domestic capital formation are greater than the critical ‘cv’ at 5%, 1% level of significance, hence reject the null hypothesis \( H_o : CV = 1 \) and accept the alternative hypothesis \( H_o : CV \neq 1 \). This shows that the above mentioned macro-economic factors of India has high variation, less consistent and the distribution of these macro-economic factors are having a high variance for selected period of time.

5. Conclusion

In this paper authors have derived the sampling distribution of sample coefficient of variation \( c_x \) and it’s density function in terms of the confluent hypergeometric distribution and the first two moments are also derived in terms of mean and variance. The simulation study is shown with a view of testing the significance of the coefficient of variation \( c_x \) from which we got an insight to check the consistency and the variabilty of the distribution of the major macroeconomic factors of India. Henricks and Robbey (1936) proposed the distribution of sample \( 'c_x' \) from the normal population had a constraint of using odd and even sample size. The authors believed that the proposed distribution is the extension and alternative to the Henricks and Robbey’s (1936) work for testing the significance of sample \( c_x \) from the normal population.

<table>
<thead>
<tr>
<th>Variable no.</th>
<th>Sample size (n)</th>
<th>Macroeconomic factors of India</th>
<th>Sample ‘cv’</th>
<th>critical ’cv’</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62</td>
<td>Consumption of Fixed Capital</td>
<td>0.890</td>
<td>0.9115</td>
</tr>
<tr>
<td>2</td>
<td>62</td>
<td>NDP at Factor Cost</td>
<td>0.835</td>
<td>0.9115</td>
</tr>
<tr>
<td>3</td>
<td>62</td>
<td>Indirect Taxes less Subsidies</td>
<td>0.800</td>
<td>0.9115</td>
</tr>
<tr>
<td>4</td>
<td>62</td>
<td>GDP at Market Prices</td>
<td>0.900</td>
<td>0.9115</td>
</tr>
<tr>
<td>5</td>
<td>62</td>
<td>NDP at Market Prices</td>
<td>0.906</td>
<td>0.9115</td>
</tr>
<tr>
<td>6</td>
<td>62</td>
<td>Net factor income from abroad</td>
<td>1.138*</td>
<td>0.9115</td>
</tr>
<tr>
<td>7</td>
<td>62</td>
<td>GNP at Factor Cost</td>
<td>0.906</td>
<td>0.9115</td>
</tr>
<tr>
<td>8</td>
<td>62</td>
<td>NNP at Factor Cost</td>
<td>0.867</td>
<td>0.9115</td>
</tr>
<tr>
<td>9</td>
<td>62</td>
<td>GNP at Market Prices</td>
<td>0.899</td>
<td>0.9115</td>
</tr>
<tr>
<td>10</td>
<td>62</td>
<td>NNP at Market Prices</td>
<td>0.882</td>
<td>0.9115</td>
</tr>
<tr>
<td>11</td>
<td>50</td>
<td>GDP of Public sector</td>
<td>0.828</td>
<td>0.9027</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
<td>NDP of public sector</td>
<td>0.862</td>
<td>0.9027</td>
</tr>
<tr>
<td>13</td>
<td>61</td>
<td>Gross Domestic Capital Formation</td>
<td>1.221*</td>
<td>0.9108</td>
</tr>
<tr>
<td>14</td>
<td>61</td>
<td>Net domestic capital formation</td>
<td>1.320*</td>
<td>0.9108</td>
</tr>
<tr>
<td>15</td>
<td>62</td>
<td>Per Capita GNP at factor cost (Rs)</td>
<td>0.551</td>
<td>0.9115</td>
</tr>
<tr>
<td>16</td>
<td>62</td>
<td>Per Capita NNP at factor cost (Rs)</td>
<td>0.530</td>
<td>0.9115</td>
</tr>
</tbody>
</table>

Table 3: Result of Two-tail test of significance for Sample co-efficient of variation

*p-value <0.01 & p-value <0.05  under \( H_o : CV = 1 \)
irrespective of any sample size. Finally, the sampling distribution of the difference and ratios of the two sample coefficient of variation can also be derived and the authors left it for future research.
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