VARIANCE ESTIMATION IN PRESENCE OF RANDOM NON-RESPONSE
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Abstract
The goal of the paper is to advocate the problem of estimating the population variance of the study variance of the study variable using information on certain known parameters of the auxiliary variable in the presence of non-response. The proposed estimator is considered under two situations: i) when random non-response on study as well as auxiliary variable and population variance of auxiliary variable is known, and ii) when random non-response on study variable and information on auxiliary variable is known with known population variance. Asymptotic expressions for bias and mean squared error of the proposed estimator have been obtained. Comparison of the proposed estimators with usual unbiased estimator has been carried out.
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1. Introduction
Consider a finite population \( U = \{U_1, U_2, \ldots, U_N\} \) of \( N \) identifiable units taking values \( \{y_1, y_2, \ldots, y_N\} \) on a study variable. The use of auxiliary variable \( x \) in survey sampling has its own eminent role. The ratio, product and regression estimator are well known examples. Following Olkin (1958), Isaki (1983) has considered the use of auxiliary variable in building up ratio and regression estimators for estimating the population variance.

Let \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) and \( S_x^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \) be the known population mean and variance of the auxiliary variable \( x \). Assuming that a simple random sample of size \( n \) is drawn from \( U \). Defining \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \), \( S_y^2 = \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2 \), \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \), \( S_x^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \). From a finite population of \( N \) identifiable units from which a simple random sample of size \( n \) is drawn without replacement. If \( r = 0, 1, 2, \ldots, n-2 \) denote the number of sampling units on which information could not be obtained due to random non-response, then the remaining \( (n-r) \) units in the sample can be treated as simple random sampling without replacement (SRSWOR) sample from the population \( U \). Since, considering the problem of unbiased estimation of finite population variance, therefore assuming that \( r \) should be less than \( (n-1) \), i.e. \( 0 \leq r \leq (n-r) \). Assuming that \( p \) denotes the probability of non-response among the \( (n-2) \) possible values of non-response, Singh and Joarder (1998) have given the following discrete distribution given by \( P(r) = \frac{n-r}{nq+2p} \binom{n-2}{r} p^r q^{n-2-r} \), where \( p + q = 1; r = 0, 1, 2, \ldots, n-2 \); and \( \binom{n-2}{r} \) denotes the total number of ways of \( r \) non responses out of total possible \( (n-2) \) responses. It is interesting that under this distribution of random non-response the
exact bias and mean square error expressions, up to first order of approximation exists for the proposed strategies (see Singh and Joarder, 1998). Tracy and Osahan (1994), Singh et al. (2000), Singh and Tracy (2001), Singh (2003), Singh et al. (2003), Ahmed et al. (2005), Misra et al. (2008), Singh and Solanki (2011), Singh et al. (2012), Subramani and Kumarapandiyan (2012), Yadav and Kadilar (2013) and Tiwari and Chilwal (2014) have studied the effect of random non-response on the study and auxiliary variables on several estimators of variance. In the present study, the effect of random non-response on estimating the population variance of the study variable studied in two situations:

**Situation I**
When random non-response exists on the study as well as auxiliary variable and population variance of the auxiliary variable is known.

**Situation II**
When information on study variable could not be obtained for units while information on auxiliary variable is available and population variance of the auxiliary variable is known.

**Notations Define**
Singh and Joarder (1998) have given the distribution of \( r \) units given by

\[
P(r) = \binom{n-r}{n_2} p^{n-r} q^{n-2-r}.
\]

Let us define

\[
s_y^2 = S_y^2(1 + \epsilon); \quad s_x^2 = S_x^2(1 + \eta); \quad s'_y = S'_y(1 + \omega); \quad s_{yx} = S_{yx}(1 + \lambda); \quad s'_{yx} = S'_{yx}(1 + \delta)
\]

where

\[
S_y^2 = \frac{1}{N} \sum_{i=1}^{N} (y_i - \bar{y})^2; \quad S_{yx} = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{y}); \quad \bar{y} = \frac{1}{N} \sum_{i=1}^{N} Y_i; \quad \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i;
\]

\[
s_y^* = \frac{1}{n-r-1} \sum_{i=r+1}^{n} (y_i - \bar{y}^*)^2; \quad s_x^* = \frac{1}{n-r-1} \sum_{i=r+1}^{n} (x_i - \bar{x}^*)^2;
\]

\[
s_{yx} = \frac{1}{n-r-1} \sum_{i=r+1}^{n} (y_i - \bar{y}^*)(x_i - \bar{x}^*) \text{are conditionally unbiased estimators of } S_y^2; S_x^2 \text{ and } S_{yx}, \text{ respectively, and where } \bar{y}^* = \frac{1}{n-r-1} \sum_{i=r+1}^{n} y_i \text{ and } \bar{x}^* = \frac{1}{n-r-1} \sum_{i=r+1}^{n} x_i.
\]

Then, under model (1.1), one can obtain the following expectations:

\[
E(\epsilon) = E(\eta) = E(\omega) = E(\lambda) = E(\delta) = 0
\]

and

\[
E(\epsilon^2) = \theta(\lambda_{40} - 1); \quad E(\eta^2) = \theta(\lambda_{40} - 1); \quad E(\omega^2) = \gamma(\lambda_{21} - 1); \quad E(\lambda^2) = \gamma(\lambda_{22} - 1);
\]

\[
E(\epsilon^3) = \theta(\lambda_{22} - 1); \quad E(\eta^3) = \theta(\lambda_{22} - 1); \quad E(\omega^3) = \gamma(\lambda_{22} - 1); \quad E(\lambda^3) = \gamma(\lambda_{22} - 1);
\]

\[
E(\epsilon\lambda) = \gamma(\lambda_{22} - 1); \quad E(\omega\lambda) = \gamma(\lambda_{22} - 1); \quad E(\lambda\delta) = \gamma(\lambda_{22} - 1);
\]

where \( \bar{\hat{\beta}} = S_{yx}/S_y^2; \quad \hat{\beta}^* = s_{yx}^*/s_x^*; \quad K_{yx} = \frac{s_{yx}}{s_x^2 s_y^2}; \quad \lambda_{22} = \frac{\mu_{22}}{(\mu_{20}^2)^{1/2}(\mu_{02})^{1/2}}; \quad \lambda_{40} = \frac{\mu_{40}}{(\mu_{20})^2}; \quad \lambda_{40} = \frac{\mu_{40}}{(\mu_{20})^2}; \quad \lambda_{21} = \frac{\mu_{21}}{(\mu_{20})^2}; \quad \lambda_{22} = \frac{\mu_{22}}{(\mu_{20})^2}; \quad \lambda_{42} = \frac{\mu_{42}}{(\mu_{20})^2}; \quad \lambda_{43} = \frac{\mu_{43}}{(\mu_{20})^2}; \quad \lambda_{44} = \frac{\mu_{44}}{(\mu_{20})^2}. \]
\[ \hat{\mu}_t = \frac{1}{n-n-1} \sum_{i=1}^{n-1} (Y_i - \bar{Y})^2 \left( x_i - \bar{x} \right)^2; \quad k_{yx} = \frac{s_{yx}}{s_{xx}^2}; \quad \theta = \left( \frac{1}{n_{q+2p}} - \frac{1}{n} \right); \quad \gamma = \left( \frac{1}{n} - \frac{1}{N} \right); \quad \lambda_t = \frac{\mu_t}{\mu_t^2} \text{ and } \mu_t = \frac{1}{N-1} \sum_{i=1}^{N} (Y_i - \bar{Y})^2 \left( x_i - \bar{x} \right)^2 \text{ have their usual meanings.} \]

It is to be noted if \( p = 0 \) i.e. if there is no non-response, the above expected values coincide with the usual results.

### 2. Suggested Estimators

#### Strategy 1

When random non-response exists on both study variable \( y \) and auxiliary variable \( x \) and population variance \( S^2_y \) of the auxiliary variable \( x \) is known. Under this situation, proposed estimator of finite population variance as

\[ \hat{v}_{sk} = \left[ s_{yx}^2 + \beta^2 \left( S^2_y - s^2_x \right) \right] \left( \frac{s^2_y}{s^2_x} \right) \]  

(2.1)

Thus the following theorems are stated as

**Theorem 2.1:** The bias in the proposed estimator \( \hat{v}_{sk} \) to the first degree of approximation, is given by

\[ B(\hat{v}_{sk}) = \theta S^2_y \left( 1 + K_{yx} \right) (\lambda_{04} - \lambda_{22}) \]  

(2.2)

**Proof:** Expressing the proposed estimator \( \hat{v}_{sk} \) in terms of \( \epsilon, \eta \) and \( \delta \), we have

\[ \left( \hat{v}_{sk} - S^2_y \right) = S^2_y \left[ \epsilon - \eta - \epsilon \eta + \eta^2 - K_{yx} (\eta - 2 \eta^2 + \eta \delta) \right] S^2_x \].  

(2.3)

Taking expectations of both sides of (2.3) and using the results on the expectations from section 2, we get (2.2). Hence the theorem holds.

**Theorem 2.2:** The mean square error (MSE) of the proposed estimator \( \hat{v}_{sk} \) to the first degree of approximation, is given by

\[ MSE(\hat{v}_{sk}) = \theta S^2_y \left[ (\lambda_{04} - 1)(1 + K_{yx} S^2_x) - 2(\lambda_{22} - 1) \right] + (\lambda_{40} - 1) \]  

(2.4)

**Proof:** Squaring both sides of equation (2.3) and taking expectations to the first degree of approximation, one obtains

\[ MSE(\hat{v}_{sk}) = E(\hat{v}_{sk} - S^2_y)^2 = S^2_y E(\epsilon - \eta - \epsilon K_{yx} S^2_y)^2 \]

\[ MSE(\hat{v}_{sk}) = S^2_y E(\epsilon^2 + \eta^2 + \eta^2 K_{yx} S^2_y - 2 \epsilon \eta - 2 \eta \epsilon K_{yx} S^2_y + 2 \eta^2 K_{yx} S^2_y) \]

\[ MSE(\hat{v}_{sk}) = \theta S^2_y \left[ (1 + K_{yx} S^2_y) \left( \lambda_{04} - 1 \right)(1 + K_{yx} S^2_y) - 2(\lambda_{22} - 1) \right] + (\lambda_{40} - 1) \]

Hence the theorem holds.

**Theorem 2.3:** An estimator of the \( MSE(\hat{v}_{sk}) \) is given by

\[ MSE(\hat{v}_{sk}) = \left( \frac{1}{n_{q+2p}} - \frac{1}{n} \right) S^4_y \left[ (1 + k_{yx} S^2_x) \left( \lambda_{04} - 1 \right)(1 + k_{yx} S^2_x) - 2(\lambda_{22} - 1) \right] + (\lambda_{40} - 1) \]  

(2.5)
Strategy II

When information on study variable $y$ could not be obtained from $r$ units while information on auxiliary variable $x$ is available and population variance $S_x^2$ of the auxiliary variable is known. The proposed estimator under such situation is as follows:

$$\hat{y}_{sk1} = \left( S_y^2 + \hat{S} \cdot (S_x^2 - S_y^2) \right) \left( \frac{S_y^2}{S_x^2} \right)$$

(2.6)

Thus, the following theorems with proofs are obvious:

**Theorem 2.4:** To the first degree of approximation, the bias in the estimator $\hat{y}_{sk1}$ is given by

$$B(\hat{y}_{sk1}) = -\gamma S_y^2 \left( \lambda_{22} - 1 \right) + K_y x (\lambda_{22} - 2 \lambda_{04} + 1) S_x^2$$

(2.7)

**Theorem 2.5:** The mean square error, up to terms of order $O(n^{-1})$, is given by

$$MSE(\hat{y}_{sk1}) = \gamma \left\{ (\lambda_{04} - 1)K_{y x} S_x^2 - 2(\lambda_{22} - 1) \right\} S_x^4 + \theta (\lambda_{40} - 1) S_x^4$$

(2.8)

**Theorem 2.6:** An estimator of mean square error of $\hat{y}_{sk1}$ is given by

$$MSE(\hat{y}_{sk1}) = \gamma S_y^4 \left\{ (\lambda_{04} - 1)K_{y x} S_x^2 - 2(\lambda_{22} - 1) \right\} + \theta (\lambda_{40} - 1) S_y^4.$$ 

(2.9)

When information on study variable $y$ could not be obtained for $r$ units but information on auxiliary variable $x$ is available and the population variance $S_x^2$ of the auxiliary variable is known. One can collect information on auxiliary variable while collecting information on study variable $y$. Using this information, another proposed estimator is given as

$$\hat{y}_{sk2} = \left( S_y^2 + \hat{S} \cdot (S_x^2 - S_y^2) \right) \left( \frac{S_y^2}{S_x^2} \right)^a,$$

(2.10)

where $\hat{S}$ is any suitable constant.

Thus the following theorems are stated as

**Theorem 2.7:** To the first degree of approximation, the bias in the proposed estimator $\hat{y}_{sk2}$ is given by

$$B(\hat{y}_{sk2}) = S_y^2 \left\{ \gamma (\lambda_{04} - 1) - (\lambda_{22} - 1)(1 + a) \right\} + \theta \left\{ \alpha (\lambda_{22} - 1) + (\lambda_{04} - 1) \left( \frac{a(\alpha + 1)}{x} + (1 - a) S_x^2 \right) \right\}$$

(2.11)

**Theorem 2.8:** The minimum mean square error of the proposed estimator $\hat{y}_{sk2}$ is given by

$$\text{min.MSE}(\hat{y}_{sk2}) = S_y^4 \left\{ \theta (\lambda_{40} - 1) + \gamma (\lambda_{04} - 2\lambda_{22} + 1) - \frac{(\theta - \gamma)(1 - \lambda_{22})^2}{\theta (\lambda_{04} - 1)} \right\}$$

(2.12)

**Proof:** We have

$$MSE(\hat{y}_{sk2}) = E\left( \left( \hat{y}_{sk2} - S_y^2 \right)^2 \right) = S_y^4 E(\varepsilon - \omega + \alpha \eta - \eta S_x^2)^2$$

$$= S_y^4 \left[ \theta (\lambda_{40} - 1 + (\lambda_{04} - 1)(\alpha - S_x^2)^2) + \gamma (\lambda_{04} - 2\lambda_{22} + 1) + 2(\theta - \gamma)(\lambda_{22} - 1)(\alpha - S_x^2) \right]$$

(2.13)

which is minimum when

$$\alpha = \frac{(\theta - \gamma)(1 - \lambda_{22})}{\theta (\lambda_{04} - 1)} + S_x^2 = \alpha_0 (\text{say})$$

(2.14)

Substituting (2.14) in (2.13), one can easily obtain (2.12).
Theorem 2.9: An estimator of min. MSE ($\hat{\nu}_{sk2}$) is given by

$$\text{min. MSE}(\hat{\nu}_{sk2}) = s_{y}^{4} \left[ \theta (\lambda_{40} - 1) + \gamma (\lambda_{04} - 2\lambda_{22} + 1) - \frac{(\theta - \gamma)(1 - \lambda_{22})^{2}}{\theta (\lambda_{04} - 1)} \right]$$ (2.15)

3. Efficiency comparisons

It is well known

$$\text{Var}(s_{y}^{2}) = \beta S_{y}^{2}(\lambda_{40} - 1)$$ (3.1)

From (2.4), (2.8), (2.12) and (3.1), we have

$$\text{Var}(s_{y}^{2}) - \text{MSE}(\hat{\nu}_{sk}) \geq 0$$

if $\lambda_{22} \geq \frac{1}{\theta}(1 + \lambda_{04} - (1 + \lambda_{40})K_{yx}S_{x}^{2})$ (3.2)

$$\text{Var}(s_{y}^{2}) - \text{MSE}(\hat{\nu}_{sk1}) \geq 0$$

if $\lambda_{22} \geq \frac{1}{\theta}(\lambda_{04} - 1)K_{yx}S_{x}^{2}$ (3.3)

$$\text{Var}(s_{y}^{2}) - \min. \text{MSE}(\hat{\nu}_{sk2}) \geq 0$$

if $\lambda_{22} \leq 1 - \frac{1}{\theta(1 - \gamma)} \{\gamma \theta (\lambda_{04} - 1)(\lambda_{04} - 2\lambda_{22} + 1)\}^{1/2}$, (3.4)

$$\text{MSE}(\hat{\nu}_{sk}) - \text{min. MSE}(\hat{\nu}_{sk2}) \geq 0$$

if $\left(\theta - \gamma\right) \left(\lambda_{04} - \lambda_{22}\right)^{2} - \gamma (\lambda_{22} - 1)^{2} \geq 0 \left(\lambda_{04} - 1\right)$

(3.5)

$$\text{MSE}(\hat{\nu}_{sk1}) - \min. \text{MSE}(\hat{\nu}_{sk2}) \geq 0$$

if $\left(\lambda_{04} - \lambda_{22}\right)^{2} - \gamma (\lambda_{22} - 1)^{2} \geq 0 \left(\lambda_{04} - 1\right)$ (3.6)

It follows from the above expressions that the proposed estimators $\hat{\nu}_{sk}$, $\hat{\nu}_{sk1}$ and $\hat{\nu}_{sk2}$ are more efficient than the usual unbiased estimator $s_{y}^{2}$. It is further observed that the proposed estimator $\hat{\nu}_{sk2}$ at its optimum is more efficient than $\hat{\nu}_{sk}$ and $\hat{\nu}_{sk1}$, only if (3.5) and (3.6) holds, respectively.

4. Conclusion

Auxiliary information is used in estimating finite population parameters is a cliché. In this article, I studied a well-known problem of improving estimation of the population mean under the account of random non response. The proposed estimator performs efficient in terms of MSE and should perform very well in practical surveys. Future studies should focus on developing more efficient estimators for the situations in which random non response occurs also in random non response sample, a situation that is quite possible in survey practice.
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