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Abstract

In this article mathematical expressions for moments of concomitants of order
statisticshave been developed. A new bi-variate distribution has been developed for this purpose
and different probability functions of concomitants have been obtained. It is purely a
mathematical work that will help to study the stochastic behavior of concomitants of order
statistics.
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1. Introduction

There are a number of univariate and as well as multivariate models in the
existing literature which are widely applicable in real life situations. Bivariate with
finite range are rarely seen in the literature while the applicability of such distributions
cannot be ignored in real life. Especially when we deal with failure data over a finite
range.

The study of concomitants has attracted many workers, Zippin and
Armitage(1966) used theory of concomitants in survival analysis. Yang(1977) gave a
general distribution theory on concomitants. Nagaraja and david(1994) presented the
distribution of the maximum of concomitants. Nagaraja and Joshi (1995) obtained joint
distribution of concomitants of order statistics. Vianna and Lee (2006) presented a
study on correlation analysis usin concomitants of order statistics. Siddiqui et al(2011)
developed moments and joint distribution of concomitants of order statistics.

In the present work we have tried to develop a new bivariate finite range
model and the moments of concomitants have been developed this new distribution.
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Development of Bivariate Models
Frechet(1951) noted that in case of bivariate distribution since
P[(X1 < x) N (Xy £ x)] < Min[P(X, < x,), P(X; < Xq]

hence the relationship
e, (X1 X2) < Min[FE, (X)), F,(X3) ... (1)

must hold for all pairs of random variables x1 and x2.
In a similar manner, since
P[(X; > x) U (X > x)] < [P(Xy > x1) + P(X; > X{]

it follows that
1= B, (60.X,) < (1- By (X)) + (1= [F, (X))
that is
Fepn,(X1X2) 2 Eey (X)) + By (X;) — 1 e

Frechet(1951) suggested that any system of bivariate distributions with
specified marginal distributions F, (X,) and F, (X,) should include the limits in

(1) and (2) as limiting cases. In particular he suggested the system ;
E,,,, (X1 X;) = 6 max[E,, (X}) + E,(X;) — 1] + (1 = 0) Min[F,, (X,), F, (X>)
0<6<1 - (3)

This system does not, however include the case when X; and X, are

independent. A system that does include this case [but not the limits in (1) and (2) are

given by Morgenstern (1956) as

Eep o, (X1 X2) = Fey (X Fe, (X)[1+ 8{1 = F, (XD H1 = B, (XD} . (4
We have used here the system given by Mongenstern(1956) to develop a

bivariate finite range distribution.

2. Finite Range Bivariate Dustribution (FRBD)

Let the marginal distributions of X and Y are Mukherjee-Islam distribution
[Mukherjee and Islam (1983)] with parameters (c,0) and (B,0). Then following the
Mongenstern (1956) for 6=-1 the joint distribution function will be

x”‘.yﬁ x) y / x”‘.yﬁ
F(x,y)= —| = - 0<x,y<6 .(5)

[ AN 0 o’

Its probability density function is obtained as

2e.x 7"y x ¢ L g C2x"y’
Hom-ﬂ Ha Hﬂ Hom-ﬂ
0<x,y<0 o,p>0 ...(6)

f(x,y)=
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3. Marginal Probability Density Functions
The marginal probability density function of X can be obtained as;

a-1
a x

gx)=—,—
0 0<x<6 (7

And the marginal distribution function of X is;

a
X
G(x) = (—j
0 0<x<6 - (8)
Similarly, the marginal probability density function of Y will be;
-1
B ﬂyﬁ
h(y) = 13
0 0<y<@6 (9)

And the marginal distribution function of Y is;

0
H(y) = (lj
¢ 0<y<86 .. (10)

The mean of the random variable Y having the probability density function as defined
in (5) will be;

Evy=-L—0 (1)
p+1
Also, Ex?y=—L g2 (12
p+2

4. Conditional Probability Density Functions

The conditional probability density function of Y for given X can be obtained
as follows;

Zﬂ..yﬂ_l x ¢ y s 2xa.yﬂ

h(y/x)= — s (13
The conditional probability density function of X for given Y will as follows;
p-1 a B, a B
2 X 2x 7.
2 - 4 e (14)

g(x/y)=9—ﬁ€—a +6_ﬂ 0“—+ﬁ
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5. Probability Density Function of Order Statistics

The probability density function of the r'" order statistics X;.q 1S;
ar—1 a T
Frin@) =Cpip | 1-[ £ (15)
o (x)=C,.., ——— | 1-| — e
r:n r:n Har 0

n!

(r=n! (n-r)!
In particular for r=1, i.e. the probability density function of the first order
statistics is

o xa—l . a
flzn(x)=n0—a 1—(—) . (16)

where Cr.p =

For the distribution with probability density function (3), the joint distribution of two
order statistics r™ and s™ is as follows;

s—r—1
2 ar-1 a-1 a a 4
£ y=C A W 2 1
o (X1,X5) = . I
r,s:nX1,%o r,s:n e“(”l) 0 0
o) s
x
- —i&- (17
n!
where C =

r,s:n (r=D! (s=r=1)! (n—s)!

6. Probability Density Function of Concomitants

The probability density function of the first order concomitant (i.e. r=1) of the
order statistics is [David (1981)]

[oe)

I @) = f h(y /%) fun () dx

0
it _2p7 2 ap
n-k+00”  -00* (-k+10*P
. (18)

n—-1
Jum) =n I " EAE)

Similarly, g[1:n] (x) can be worked out as;
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a1 2006205—1 4ax2a—1

nl n—k-1|  20x
Im () =n X ", (-D) + -
tend k (n=k+D0%  (1-00*% -k +1)6*

. (19)

Now, the probability density function of the ™

obtained by using the following relation as;

n i _ i —1
grm )= = 7" 1(LJ@ griip(y)

i=n—r+l

n i—n+r=1( =1\ n
SR e s i

k| _2pP 2p? ap?

order concomitant can be

n—l ;
. -1
i X TGN - - (20)
= i-k+00”  i-00% -k
Similarly, we can obtain,
n i—n+r—1( i—1 )\ n
g[r:n](X) = > (—l)l n+r ( )() .
i=n—-r+1 n=r ;!
-1 2a-1 2a-1
n=1,4 1| 2 20 4o
R B v R % - @D
k=0 i-k+180 i-k)o i-k+1)0

7. Moments of Concomitants

Once the moments are calculated then it is easy to find out any constant. The
k™ order moment will provide everything for the purpose of characterizing the
concomitants.

The k™ order moment about origin of the first concomitant i.e. of Y[1:n] is
given by,

ﬂ§nnﬂ =
2577 Y apP

+ p—
- +10% - Ho*B - j+1e*P

i—1

Iynz’“C(l) dy

Or
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n-1, n— ]1 kﬂi: 1 ( 1 2 j 1 :|
=ny " C -1 - +
j=0 (n—j+D)(B+\ S+k 20+k) (mn—))QL+k)
.. (22)

Now, the k'™ order moment about origin of Y ;.n; will be;

-1
Z( l)z n+r— 1( j ’:j Hk[lzi]

i=n—r+1 -r

+r=1 -1 h
v Zer (2N

1illlc'( l)ljlkZﬂ_ 1 2 . 1
| G=j+DB+O\B+k 2p+k) (i—))2B+k)
.(23)

Similarly, the k'™ order moment about origin of X{;.,; can be obtained as ;

-1
Kirm = 2 1)““”( rj@

{i—l NS { I ( 1 2 J 1 }}
i C (-1 g2 — +
j=0 i—j+Da+b)\a+k 2a+k) (i-))QRa+k)

.. (24)
8. Mean and variance of Concomitants
Now, in particular for k=1 the mean of Y[r:n] will be;
i—n+r—1 1 n
Mean = E(an) uyrn Z( 1) _ A\
i=n—-r+l
i1
= (—j+DB+D\B+1 2B+ (i—-)2B+])
.. (23)

The variance of Y|,.,; can be obtained through the relation,

V(Y[r:n]) = I’l'jzl[r:n] - (ﬂ)l/[r:n])z

where
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2 e e | R A B
Hytra _i=n§r+l( Y (n—rj(ij

g i—j-1,2 1 1 ! 1
iy e em2 - +
0 (-j+DB+D\B+2 B+1) 2i-)B+])

... (26)
Similarly, the mean of X{,.,; will be;
n i—n+r—1( i=1 ) n
M =FE(X... = 1 . — _11 n+r—1
ean ( [T‘.n]) .uy[r.n] i=n§r+l( ) wer i
i1 L
i's oy 2 ! ( 2 )+ 1
=0 (—j+Da+D\a+l 2a+1) (i-)Qa+1)
.. (27)

The variance of X|,.,; can be obtained by using the relation,

V(X[T:n]) = .ugzc[r:n] - (.uglc[r:n])z

Where,

n o i=1
.uazc[r:n] = 2 -nm 1! n
i=n—r+l1 n—r J\'i

el 1 11 1
{lg A 922”[(1’—]+1)(05+2)(a+2 a+l)+2(i—j)(a+l)}
. (28)
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